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Motivation and Previous Work

Since convolutional layers are computationally expensive and
dominate the total execution time of modern deep ConvNets
[13, 16, 18, 19], many efforts have been made to improve the
performance of the convolutional primitives for CPUs [1, 7, 20,
25, 27], GPUs [4, 8, 15, 21] or both [26]. Initially, several ap-
proaches using FFT–based convolutions were proposed [15, 21,
25, 26]. Recent work by Lavin et al. on Winograd–based con-
volutions [14] demonstrated a great speedup, which shifted the
focus from FFT–based to Winograd–based implementations, as
it became widely accepted that the Winograd–based approach
provides greater reduction in the number of operations required
by the algorithm, especially for small kernels (e.g. 3 × 3). A
well optimized manycore CPU implementation [3, 12] of the
Winograd approach can improve the performances by more
than 3X.

The main reduction in operations in the Winograd method,
compared to FFT, comes from the fact that it works with real
numbers. However, due to its numerical instability, the Wino-
grad method can only use small tile (transform) sizes [7, 14, 22],
which result in a larger amount of required data movement to
and from memory. In contrast, the FFT–based method does not
suffer from such instability, thus larger tile sizes can be used,
which can partially reduce the number of required operations
and greatly reduce the amount of data movements; these sav-
ings can, in certain cases, offset the increase in the number of
operations due to complex arithmetic.

These observations raise the question, under what conditions
the Winograd-based approach performs better than the FFT–
based approach and vice versa, and how to compare the two
approaches.

Our Contributions and Novelty

In this paper, we propose a performance model based on the
idea of Roofline [23] that, in addition to the number of op-
erations, accounts for the total amount of data movement (to
and from memory), as well as the arithmetic intensity (oper-
ations per moved byte) to compare the Winograd-based and
FFT-based approach. To estimate the run times, alongside the
processor’s speed, our model also considers memory band-
width and the cache sizes. We have also compared optimized
implementations of both approaches on the same hardware.

Our model is suitable for modern processors, both CPUs and
GPUs, which tend to have large compute–to–memory ratios, the
ratio between the speed (in FLOPS) and memory bandwidth.
Both compute speed and memory bandwidth are improving
exponentially. However, the exponent for speed is substantially
larger than that for memory bandwidth [24], which results in
an increasing compute–to–memory ratio. For instance, the 4.5
TFLOPS Intel Knights Landing processor [11] has a compute–
to–memory ratio of 11, and the latest Skylake Xeon processor

family has ratios in the range of 20 to 30. Titan Xp GPU from
NVIDIA has a ratio of 20, and Tesla V100 has a ratio of 16
for single precision computation, and a ratio of 133 for half–
precision computation using its dedicated tensor cores.

Our model suggests that whether the Winograd or FFT ap-
proach is faster depends on both the layer and hardware it is
executed on. However, on average, the FFT–based approach
outperforms the Winograd–based ones on most commonly used
networks, with the margin increasing as the system’s compute–
to–memory ratio increases.

Through a set of empirical experiments, we confirm the
predictions of our model on modern CPUs.

Performance Model

The Roofline model [23] estimates an application’s upper bound
performance as a function of its arithmetic intensity, derived
by dividing the number of floating point operations by the total
data movement. The runtime (T ) is estimated by:

T =
FPO

min(Peak FLOPS, AI × MB)
(1)

Where MB indicates the memory bandwidth; AI the arithmetic
intensity and FPO is short for the total number of required float-
ing point operations. In our model, data movement is defined
as movement between main memory and any of the caches. We
focus on 32-bit floating point arithmetic, similar analysis can
be performed for 16-bit half-precision floats.

Both FFT–based and Winograd–based approaches perform
a change of basis of the inputs and kernels, in which convolu-
tion becomes a multiplication. Both approaches contain four
stages [12, 14, 15, 21]: 1○ transforming input images, 2○ trans-
forming kernels, 3○ performing element–wise products of the
transformed images and kernels, which is an equivalent prob-
lem to a matrix multiplication (with real matrices for Winograd,
and complex matrices for FFT), and 4○ transforming the results
of 3○ back to the spatial domain.

The time required for each stage can be estimated using
Eqn. 1. The transform stages ( 1○, 2○, 4○) have very low arith-
metic intensity – lower than 2.5 for Winograd and lower than
3.5 for FFT, and will thus be memory bound on all modern
systems. In this case Eqn. 1 can be reduced to T = DM

MB , where
DM represents data movement in bytes.

The element–wise product stage will generally have a larger
AI , which will depend on the number of layer’s input and output
channels and the amount of available cache. However, the FFT–
based approach will typically have the AI twice as large as its
Winograd counterpart, due to working in the complex domain.
In some cases, on machines with large compute–to–memory
ratios, the Winograd method will be memory bound, while the
FFT method is compute bound.

Relative Performances We are interested in the relative
performances of the two approaches. We define the speedup
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Figure 1: Estimated and empirically obtained speedup of FFT–based convolutions
versus Winograd–based ones on CPUs with various compute–to–memory ratios and
cache sizes.
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Figure 2: Absolute performances of our Winograd–
and FFT– based implementations compared to the
latest version of MKL-DNN and LIBXSMM.

α =
∑
S TWs /

∑
S T F

s to be the ratio of the time required for pro-
cessing a layer using the Winograd approach and the time
required using the FFT approach, each of which is estimated to
be equal to the sum of times required for all four stages. When
α is greater than one, the FFT method is expected to run faster.

The speed of both methods will depend on the tile sizes used.
For Winograd, due to its numerical instability, we allow tile
sizes up to 6×6, as larger tile sizes can increase numerical errors
by two or more orders of magnitude, when compared to direct
convolution [12, 14], resulting in an unstable computation. This
limit is also enforced by the implementations, such as MKL-
DNN [2], LIBXSMM [5, 10], and cuDNN [8]. For the FFT
method we allow for an arbitrary tile size, however, using
tiles larger than 642 is never optimal. Using the methodology
from [14], we estimate that the FFT method has lower error
than direct convolution for all tile sizes up to 642.

Implementation and Empirical Results

To empirically confirm the estimates of our model on modern
systems, we used the fastest available implementation of the
Winograd–based approach [3, 12] which uses “wincnn” [6] to
generate transform codelets and just–in–time (JIT) compiled
primitives for fast matrix multiplication on AVX512 capable
machines. We extended the implementation to support AVX2,
and implemented an FFT–based approach by replacing the
“wincnn” primitives, with ones generated by “genfft” from the
fftw package [9], as well as implemented JIT primitives for
complex matrix multiplication.

In Fig. 1 we show the empirically measured values for the
speedup of the FFT–based approach over the Winograd–based
one, together with the theoretical estimates of our model for
forward propagation of the layers of VGG [18] network. The
color represents the amount of L2 cache available (note that the
lines sometimes overlap). A total of 7 system configurations
were used, two of which were AVX2–based and four AVX512.
The slowest CPU was capable of approximately 1 TFLOPS (In-
tel i7-6950X desktop CPU), while the fastest one was capable
of 4.5 TFLOPS (Intel Xeon Phi 7210). The oldest generation of
CPUs was Intel E7-8890v3 with 1.44 TFLOPS and only 256KB
of L2 cache, whereas the other CPUs had either 512 or 1024 KB
of cache per core. The position on the x axis was determined
by dividing processors’ speed (in FLOPS), by theoretically
achievable memory bandwidth.

As our model suggests, and our empirical results confirm, for
some of the layers of VGG, the FFT approach is faster and for
some the Winograd one is faster. The model was also confirmed
on AlexNet [13] and OverFeat [17] layers (not presented) where
FFT was an optimal choice for all layers.

For credibility, we compare absolute performances of our im-
plementations against two state–of–the–art implementations of
Winograd–based convolutions (latest MKL-DNN and LIBXSMM,
as January 2018) and the fastest implementation of direct based
convolution (MKL-DNN). Fig. 2 shows the performances of
our two implementations against other implementations on a
2 TFLOPS Intel i9-7900X processors based system (compute–
to–memory ratio of 22). Our Winograd implementation outper-
formed on 5 out of 7 CPUs that supported AVX512 (MKL-DNN
and LIBXSMM do not provide an AVX2 implementation). The
relative performances of our FFT implementation was consis-
tent with our model.

Conclusion and Discussion

While on popular neural networks, the FFT approach outper-
forms on average. The choice of the algorithm should, perhaps,
be decided on a per layer basis.

Generally, the relative performance of FFT over Winograd
increases in the following scenarios: (1) as the compute–to–
memory ratio increases, (2) when the cache size is limited,
(3) when the image sizes are large, (4) when the number of
input/output channels is relatively small.

Another important finding is that no specific sizes of FFT are
required, in contrast to the popular belief that power–of–two
sizes should be used. The arithmetic intensity of FFT trans-
forms are much lower than the compute–to–memory ratios of
modern processors, even for large prime numbers, and are thus
memory bound. Using non–typical FFT sizes, such as large
prime numbers can, in certain cases, greatly improve the per-
formances, as it can minimize the amount of required padding,
and thus unnecessary computation, when dividing images into
tiles.

Another FFT–based approach, using Gauss’ complex num-
ber multiplication, as proposed in [14], was analyzed, imple-
mented and empirically confirmed. This approach reduced the
amount of operations with the expense of more data movement,
and for certain layers and on certain systems it can outperform
both the Winograd and regular FFT–based approach.
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