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ABSTRACT
Many systems need to retrieve and score items from a huge catalog,
such as recommender and search ranking systems. We call this the
deep retrieval problem. In this paper, we focus on the design and
implementation of a large-scale deep retrieval system for catalogs
with hundreds of millions of items, utilizing three critical compo-
nents: (1) distributed matrix factorization trainer, (2) approximate
dot-products with hashing techniques, and (3) distributed serving
in TensorFlow. This factorized deep retrieval system has been pro-
ductionized at Google for a terabyte-byte-sized model, and is highly
scalable, low-lantency, and adapts to long-tail and fresh content.
Furthermore, the distributed serving capability is general and can
serve other large-scale models in the future.

1 INTRODUCTION
Large scale machine-learned information retrieval, a.k.a., deep re-
trieval, systems have been widely used to support applications
involved with query and item matching problems, e.g., search rank-
ing and recommender systems. In production applications, these
systems are typically required to serve real-time retrieval of hun-
dreds of millions of items, and meanwhile, provide a good scoring
function that can perform well not only for head items but also
long-tail and fresh items. Matrix factorization (MF) is one of the
most widely adopted machine-learning techniques for production
retrieval systems. The output of MF consists of a large number of
embeddings for query and items. Learning large sets of embeddings
commonly suffers from folding [13], where spurious discoveries
happen due to the subspace interleaving of unrelated items be-
cause of the scarcity of explicit negatives. The learning algorithm
thus needs to be efficient in terms of training speed and effective
in terms of addressing implicit feedback. The last modeling chal-
lenge, which is acute for applications where fresh content arrives
in streaming fashion, is cold-starting queries and items without
observed interactions.

Building a production-scale, efficient machine-learning serving
system is non-trivial, and it becomes more challenging in the case
of serving large embedding factors. The standard practice to host
a model on a single machine is not scalable. For example, one of
our production recommenders requires over 1TB RAM to load over
700 million embeddings. Solving this requires distributed model
serving including complex capabilities such as serving-specific
model conversion, auto-scaling, etc., as discussed in Section 4.

In this paper, by bridging together modeling and system think-
ing, we present a TensorFlow [1] based factorized deep retrieval
platform. We developed this platform to generally serve produc-
tion class deep retrieval. Our contributions are: 1) We extended the
classic WALS factorization [6] to a hybrid approach where features
and items are co-embedded into the same low-dimensional space,

for addressing cold-start issues; 2) We developed a TensorFlow dis-
tributed WALS factorization trainer that can efficiently factorize a
matrix with more than a billion rows and columns; 3) We designed
and implemented a distributed serving system based on TensorFlow
Serving [8]. We deployed the resulting 1.2 TB factorization model
as a new candidate generator in a large-scale production recommen-
dation system, improving the main platform metric significantly,
while serving the first distributed (and largest to date) model with
TensorFlow Serving.

2 PROBLEM AND MODELING
We consider a standard setup for retrieval problems where we
have N queries and M items. Let Ω ∈ [N ] ×M be a set of query-
item pairs observed, and l(i, j) be the observed labels for (i, j) ∈ Ω.
Let P ∈ RN×M be the sparse matrix containing li, j . By matrix
factorization, we aim to compute d-dimensional query and item
embeddingsU ∈ RN×d ,V ∈ RM×d such thatUVT ∼ P . To address
the aforementioned cold-start issues, we also consider the content
features of both queries and items, which are represented by matri-
ces Φ ∈ {0, 1}N×Nf ,Ψ ∈ {0, 1}M×Mf 1. Similarly, let Ω1,Ω2 denote
the sets of the non-zero in Φ,Ψ. We aim to learnU ,V together with
feature embeddingsUf ∈ RNf ×d , Vf ∈ RMf ×d by the loss 2:
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The σ is a hyper-parameter used to capture the impact of all
implicit negatives, and thus avoid folding. The concatenations
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then allow us to solve L(U +,V +) by applying Algorithm 1 directly.

Algorithm 1 WALS factorization

1: Input: Sparse matrix P ∈ RN×M with support Ω, element-wise
weight matrix withW ∈ RN×M with support Ω, unobserverd
weight σ , regularization λ, number of iterations T .

2: Loss: L(U ,V ) = ∥[W ⊙ (UVT − P)]Ω ∥
2
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3: For t = 0, 1, . . . ,T

U (t ) ← argminU L(U ,V (t−1)),V (t ) ← argminV L(U (t ),V ). (1)

WALS projection. A critical step in inference, for solving the
cold-start issue, is projection that maps new queries and items into
embeddings by using the content features and labels, if any. The
projection is done by applying one step of WALS iteration on either
rows or columns shown in (1).
1We assume all features have discrete values. Hence Nf , Mf denote the overall
cardinalities. We set Φi,k = 1, if query i has the k ’th feature.
2To ease notation, we omit the element-wise weights on observed entries, and the ℓ2
regularization on embeddings. See Algorithm 1 for a full WALS loss.



Fast similarity search. Low-latency online retrieval is based on
a highly efficient similarity search system built on hashing tech-
niques, e.g., [2, 4, 7, 9], for approximate maximum inner product
search (MIPS) problems. Specifically, compact representation of
high dimensional embeddings are built through quantization [5]
and end-to-end learning of coarse and product quantizers [12].

3 DISTRIBUTED FACTORIZATION
We developed a WALS factorization training framework on Ten-
sorFlow (CPU based) [3] capable of factorizing large matrices with
scale orders of magnitude greater than those reported in previ-
ous works [10, 11]. In one case, a 500M × 500M matrix with 125
Billion observed entries were factorized, using 10 iterations, to
500-dimensional embeddings within 24 hours3.

The training framework is designed to be highly scalable, strictly
synchronized (to facilitate the alternating minimization procedure
in WALS) and fault tolerant (facilitating the use of batch resources).
The synchronization and recovery mechanisms can potentially
serve other learning algorithms requiring strict synchronization.

Strict Synchronization Control. To implement the ALS algorithm
exactly, the strict orchestration of switching of the sides of operation
is needed. A synchronization control mechanism was developed
on TensorFlow using simple communicating protocols between
chief and workers to coordinate. The chief is responsible for ob-
serving the overall work progress and communicating with work-
ers through the possession of run-tokens. Run-tokens determine
whether a worker can process work or has halted. The global state
is maintained using TensorFlow variables on parameter servers.
The state consistency is complicated by the requirement of fault
tolerance but we were able to achieve this entirely using existing
TensorFlow components.

Fault Tolerance. It is important to allow training to recover from
a previous state, if interrupted. The state variables used for strict
synchronization mentioned previously require consistency, while
native TensorFlow checkpointing is nonatomic and variable up-
dating is nontransactional. We have designed the framework to
orchestrate the synchronization of all workers before checkpointing
models, and address these special challenges effectively to guaran-
tee consistent checkpointed state.

Factorization Operations.We perform the factor updates by col-
lecting alternating side factors on-the-fly. There are no constraints
on the ordering in which the factors are updated. This allows PS
tasks to be dynamically updated byworkers where the sparsematrix
rows/columns are streamed in. The efficient asynchronous reading
of inputs and variables between parameter servers and workers
yields high CPU utilization on factorization kernels.

4 DISTRIBUTED TENSORFLOW SERVING
To serve the factorization model in Section 1 requiring 1.2 TB peak
memory in production, we rely on TensorFlow Serving [8], a flexible,
high-performance serving system for machine-learning models,
designed for production environments.

3Our trainer used 400 workers (each with 16 CPUs and 35 GB RAM) and 100 parameter
servers (PS, each with 10 CPU and 80 GB RAM) running on batch resources where
some workers are allowed to be preempted during training.

4.1 Remote SessionRun TensorFlow Op
TensorFlow graphs are executed by running a session, providing
inputs and fetching specific outputs. To coordinate execution across
TensorFlow graphs at serving time, we built a TensorFlow op called
the Remote SessionRun Op (RSO), that can make remote calls to
execute a TensorFlow graph hosted on other server(s). This is func-
tionally equivalent to inlining one graph into another, but the actual
computation is performed remotely.

Each instantiation of the op can be configured with relevant
attributes, inputs and outputs. Op attributes are specified statically
at model definition and export time, and include target address of
the remote server, RPC failure handling semantics, etc. Op inputs
include model-name, details about input tensors and output tensor
names. Op outputs include the output tensors and the status, for
error propagation, if needed.

Building the Export. The model-export is saved as a TensorFlow
SavedModel. The WALS projection and assembling of sharded near-
est items is saved as a single root model that includes RSO in-
stantiations. The shards for fast embedding search are saved as n
sub-models. To manage the multiple SavedModels atomically, the
export code relies on a versioned directory structure with a specific
sub-directory naming convention for the shards.

4.2 Serving System
The serving system is set up such that multiple servers load one or
more sub-models of the distributedmodel. Communication between
servers is performed using RSO instances (Section 4.1) that spawn
RPC calls to TensorFlow graphs hosted on different servers.

Orchestration. An orchestrator job is set up to coordinate loading
and availability management for the multiple sub-models, including
first loading n sub-models, followed by the root model. Once the
root model is available, the distributed model can begin receiving
requests. Upon receiving a query, the root model execution begins,
resulting in RPC calls to n sub-models, each of which respond with
the set of candidates. The root model then performs the aggrega-
tion and returns the RPC response to the client. For the safe and
deterministic execution of a distributed model, it is required that
the model has a single point of entry for user queries – in this
case, the root graph, which processes the queries, spawns RPC
calls as needed, aggregates responses, and enforces error handling
semantics based on the use-case.

Context Propagation. For distributed serving, it is imperative
to propagate context relevant to the remote execution. For the
instantiated RSOs, this is done through the TensorFlow runtime.
Examples of context, include RPC deadlines to prevent infinite
cycles and application IDs for ACLs and quotas, which are available
as part of the original user query.

Accounting and Access Control. The distributed model described
in Section 1 runs in a multi-tenant environment. To facilitate re-
source sharing, while isolating users from being adversely impacted
by other usermodels at inference-time, the serving system could use
RPC request originator or model-owner details for accounting. Such
contextual information is propagated through the aforementioned
context system. Similarly, with a simple access control configu-
ration, the model-owner can control which users are allowed to
manage and query the distributed model.
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