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1 INTRODUCTION
Most, if not all, of the recently successful object recognition systems
are built as an end-to-end, fully-differentiable convolutional neural
networks [10, 12, 14]. Such an use of end-to-end differentiable mod-
els allows us to use an efficient gradient-based learning algorithm
to train a large-scale object recognition system. One consequence
of this paradigm is that the gradient of the network’s output could
be computed not only with respect to the network’s parameters
but also with respect to the input pixels. On the positive side, this
provides us an efficient and effective way to visualize the internal
working of such a deep neural network [see, e.g., 19]. On the other
hand, it has been recently found that this gradient information
could be used to create a so-called adversarial example that fools
the network [see, e.g., 15, 17].

In this abstract, we propose a proactive defense mechanism
against adversarial examples by incorporating an off-the-shelf non-
differentiable retrieval engine as a part of a deep convolutional
neural network, motivated by recently proposed retrieval-based
approaches to machine translation [8], text classification [18] and
language modeling [9]. Instead of feeding in a given input image
x to a convolutional network as it is, we feed in a set of similar
images {x1, . . . ,xN }, that collectively represent the original input
image x , retrieved by an external retrieval engine. These retrieved
images are combined by the way of attention mechanism [1] into
a single vector before being classified. We conjecture that this use
of non-differentiable engine renders the gradient of the network
output with respect to the input pixels less useful for the purpose
of generating an adversarial example.

A core challenge of the proposed approach is the efficiency of
the external retrieval mechanism. We use locality sensitive hash-
ing [LSH; see, e.g., 6] with a reduced feature dimension using ran-
dom projection [see, e.g., 3, and references therein]. Since the pro-
posed framework works with any off-the-shelf retrieval mechanism,
it is possible to scale up the entire system by using latest advances
from distributed processing and information retrieval, which we
leave as future work.

We evaluate the proposed framework on SVHN [16] against the
fast gradient signmethod [FGSM, 7] and its iterative variant [iFGSM,
13]. Our preliminary results indicate that the proposed approach of
incorporating a non-differentiable retrieval engine is a promising
step toward building a deep convolutional network more robust to
adversarial examples.
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2 RETRIEVAL-AUGMENTED
CONVOLUTIONAL NETWORKS

Given an input image x , the proposed classifier goes through three
stages; retrieval, attention and classification. Here, we give a brief
description of each stage. In Fig. 1, we graphically illustrate this
entire process.

Retrieval. It has now become standard to use a feature vector
from a deep convolutional neural network for image retrieval, as
it has been found to reflect similarities better than the pixel-level
straight-forward Euclidean distance [see, e.g., 2, 11]. We thus trans-
form the input image x into a feature vector h by using a pretrained,
conventional convolutional network. Such a feature vector h often
has thousands dimensions, and it becomes impractical to use the full
feature vector to retrieve nearest neighboring examples. In order
to reduce the computational overhead, we randomly project this
feature vector into a lower-dimensional space, i.e., h′ =Wh, where
W is a randomGaussian matrix. We use LSH for efficient retrieval of
similar images from an entire training set using this randomly pro-
jected feature vector h′.1 This results in a set of N retrieved images
{(x1,h1), . . . , (xN ,hN )}, where N is a meta-parameter that should
be decided based on generalization error as well as computational
overhead.

Attention. The retrieved images are summarized, or combined,
into a single vector with respect to the input image using the at-
tention mechanism [1]. The resulting vector is the concatenation
of a convex sum of the feature vectors of the retrieved images, i.e.,
h̄ =

∑N
n=1 αnhn , and a convex sum of their label vectors (one-hot

vectors), i.e., ȳ =
∑N
n=1 αnyn . The coefficients are computed by

αn =
exp(βn )∑N
n=1 exp(βn )

,

and βn = h⊤Uhn is an unnormalized score of the n-th retrieved
example against the original input image. This process allows the
network to put more emphasis on retrieved examples that are more
similar or relevant to the original input while ignoring some that
are irrelevant.

Classification. The resulting vector h̄ from the attention mecha-
nism is then fed through several fully-connected layers followed
by a softmax [4] layer to arrive at the final predictive distribution.

1 We note however that this specific choice of retrieval mechanism is not necessary
and that better computing infrastructure and underlying system may allow us to use a
full feature with a growing candidate set.
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Figure 1: The proposed framework consists of three stages.
The first stage is retrieval during which the private database
is used to efficiently retrieve nearest representative images.
The second and third stages are attention and classification.
See text for more details.

3 PROACTIVELY ADDRESSING
ADVERSARIAL EXAMPLES

Fast Gradient Sign Method (FGSM). Here, we consider a white-
box setting in which an attacker has access to both the network
architecture and parameters. In this case, Goodfellow et al. [7] pro-
posed an efficient algorithm for generating an adversarial example
that exploits the availability of the gradient w.r.t. the input, called
the fast gradient sign method (FGSM). It modifies any valid input
image by

x ′ = x + ϵ · sign(∇xL(x ,y)),
where L is the loss function, and ϵ controls the difference between
the original input and the adversarial example. Kurakin et al. [13]
improved this approach by iteratively manipulating the original
image:

x (s) = x (s−1) +
ϵ

S
sign(∇xL(x (s−1),y)),

where S is the number of iterations, and s is the iteration index.
These algorithms find a nearby image, potentially imperceptible

in the input space, that results in a wrong decision by the classifier.
Intuitively, such an adversarial example lies in a subset of the input
space that deviates from the (smooth) manifold defined by a set of
training examples, in which the behavior of the classifier trained
solely on these training examples is not well defined and potentially
arbitrary.

One can view the proposed approach as a way to approximately
project an input example onto the manifold defined by the training
examples. The retrieval stage defines a local region of the highly
nonlinear manifold near the original image, and the attention stage
projects the original image onto this manifold by replacing it with
a convex sum of retrieved examples. As long as the subsequent
classifier well-behaves on any point between training examples,2
that is, any convex sum of nearby training examples, these two first
stages of the proposed framework effectively mitigates the issue
of adversarial examples. In other words, the proposed approach
proactively addresses adversarial examples. This is unlike some
of the existing reactive solutions that either relies on retraining
(or jointly training) with (potential) adversarial examples [7] or
constraining the network configuration (parameters) [5].

4 PRELIMINARY EXPERIMENTS
Setup. We evaluate the proposed approach on SVHN [16] with

73,257 training (10,000 examples held-out for validation), 26,032
2 This is a strong assumption that our empirical evaluation suggests otherwise.

Table 1: Results on SVHN.

ϵ Baseline Retrieval-based Baseline Retrieval-based
N = 5 N = 10 N = 5 N = 10

Clean
0 95.27 % 90.48 % 91.91 %

FGSM iFGSM
0.01 75.05 % 80.53 % 82.58 % 69.42 % 77.25 % 80.30 %
0.02 54.55 % 72.17 % 71.83 % 37.13 % 63.46 % 64.97 %
0.04 31.92 % 57.33 % 53.98 % 8.30 % 44.28 % 40.37 %
0.06 22.22 % 45.33 % 40.81 % 1.77 % 33.08 % 26.34 %
0.08 17.24 % 35.99 % 31.70 % 0.35 % 26.41 % 18.40 %

test and 100,000 extra examples. This set of 100k extra examples are
assumed to be hidden (private) from the attacker and used by the
retrieval engine. We train a conventional convolutional network as
a baseline and as a feature extractor for the proposed framework.
We test the proposed classifier with N = 5 and 10 to see the effect
of the size of the retrieved set, which provides us the insight on the
trade-off between the computational overhead and accuracy.

Result and Analysis. We summarize the results in Table 1. From
this table, wemake two observations. First, on clean, non-adversarial
images, the baseline–conventional convolutional network– clearly
outperforms the proposed approach. This was expected, as projec-
tion by the attention mechanism inevitably results in information
loss. It is however encouraging that this loss in accuracy decreases
as we increase the number of retrieved examples, suggesting that
with a more efficient retrieval engine, the proposed approach may
largely recover the accuracy. Second, we find the proposed approach
significantly more robust to adversarial examples, although we see
that the proposed approach is not perfectly immune to adversarial
examples. We find these observations make the proposed approach
based on the off-the-shelf, non-differentiable retrieval engine a
promising step toward building a robust object recognition system.

5 DISCUSSION
We proposed a retrieval-based approach to building a classifier ro-
bust to adversarial examples. How our approachmitigates the attack
by adversarial examples could be understood from two perspectives.
First, we reduce the attacker’s access to the internal working of the
network by introducing a non-differentiable retrieval engine and
having a private set of retrieval database. Second, our approach
efficiently project a new example onto the data manifold, avoiding
those adversarial examples off the manifold.

Although promising, there are a number of issues that need to
be addressed. First, our experiments have been limited to only two
types of adversarial attacks and to a single dataset. Second, we
currently rely on a feature vector extracted by another classifier,
which may be a source of attack on its own. We plan to test an
unsupervised feature extractor as an alternative. Last and perhaps
most important, the proposed approach assumes the classifierworks
well on any convex sum of nearby training examples, which is not
true (as our results demonstrate.) A learning algorithm that reflects
this assumption must be investigated in the future.
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