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ABSTRACT

Many ML training tasks admit learning algorithms that can
be composed with linear algebra. On large datasets, the
working set of these algorithms overflows the memory. For
such scenarios, we propose a library that supports BLAS
and sparseBLAS subroutines on large matrices resident on
inexpensive non-volatile memory. We demonstrate that such
libraries can achieve near in-memory performance and be
used for fast implementations of complex algorithms such as
eigen-solvers. We believe that this approach could be a cost-
effective alternative to expensive big-data compute systems.

1 INTRODUCTION

Data analysis pipelines, such as those that arise in scientific
computing as well as ranking and relevance, rely on learning
from datasets that are 100s of GB to a few TB in size. Many
algorithms for the learning tasks involved in these pipelines,
such as topic modeling [4], matrix factorizations [22], spectral
clustering [21], extreme multi-label learning [32], are memory
limited as opposed to being limited by the compute. That is,
on large datasets, a training algorithm that requires a few
hours of compute on a multi-core workstation would run out
of DRAM for its working set.

This forces users to move the training algorithm to big-
data platforms such as Spark [42] or Parameter Servers [25,
38], incurring three costs: (1) the cost of porting code to a
distributed framework, (2) cost of purchasing and maintaining
a cluster nodes or non-availability in certain environments,
and (3) inefficiencies of the platform in using the hardware.
Training on these platforms can require dozens of nodes
for moderate speedups over single threaded code for non-
trivial algorithms [16, 26]. This could be due to the platform
overheads as well as the mismatch between the structure of
the algorithm and the platform’s programming model [7, 13,
40], resulting in low processor utilization.

Several light-weight frameworks on single node/workstations
demonstrate that this inefficiency is unnecessary for many
classes of algorithms that admit multi-threaded implementa-
tions that are order(s) of magnitude more efficient [12, 23, 34,
35]. In similar spirit, it is widely observed that many machine
learning problems admit models with training algorithms that
are essentially compositions of linear algebra operations on
sparse and dense matrices. High performance training code
for these algorithms is typically written as a main thread con-
sisting of glue code that invokes linear algebra calls through
standard APIs such as BLAS [8] and sparseBLAS [15]. High
performance implementations for these standard APIs are
provided by hardware vendors [19, 20, 28, 29].

Linear algebra kernels offer plenty of locality, so much so
that bandwidth required for supporting multiprocessor sys-
tems can be provided by a PCIe or SATA bus [3, 39]. Further,
recent developments in hardware and software eco-system
position non-volatile memory as an inexpensive alternative
to DRAM [2, 11, 14, 33]. Hardware technology and interfaces
for non-volatile memories have increasingly lower end-to-end
latency (few 𝜇s) [18] and higher bandwidth: from 4-8 GT/s in
PCIe3.0 to 16GT/s in PCIe4.0 [31] and 32GT/s in PCIe5.0.
Hardware manufactures are packaging non-volatile memory
with processing units, e.g. Radeon PRO SSG [1].

These observations point to a cost-effective solution for
scaling linear algebra based algorithms to large datasets in
many scenarios. Use inexpensive PCIe-connected SSDs to
store large matrices corresponding to the data and the model,
and exploit the locality of linear algebra to develop a libraries
of routines that can operate on these matrices with a limited
amount of DRAM. By conforming to standard APIs, the
library could be a replacement for code that would have
linked to Intel MKL or OpenBLAS [41].

We present preliminary empirical evidence that this ap-
proach can be practical, easy, and fast by developing a library
which provides near in-memory speeds on NVM-resident data
for subroutines on dense matrices and sparse matrices. These
can be easily used to write equally fast implementations for
algorithms such as k-means clustering. To illustrate that this
approach is not limited to simple kernels, we built a gen-
eral purpose eigen-solver which is critical to dimensionality
reduction and spectral methods. Specifically, we provide a
implementation of block Krylov-Schur [43] algorithm which
achieves near in-memory speed as compared to the IRAM
algorithm [37] in ARPACK [24]. On a large bag-of-words data
set (˜100GB), our implementation, running on a multi-core
workstation with a small DRAM, outperforms Spark MLlib’s
computeSVD [27] deployed on hundreds of workers.

This suggests that for complicated numerical routines,
our approach is capable of running fast on a large datasets
while providing significant benefits in hardware efficiency as
compared to general-purpose big-data systems. Further, we
envision our library being useful in the following scenarios: (1)
Environments without multi-node support for MPI, Spark
etc., (2) Laptops and workstations or VMs in cloud with
limited RAM but equipped with large non-volatile memories,
(3) Batch mode periodic retraining of large scale models
in production data analysis pipelines, (4) Extending the
capabilities of legacy single-node ML training code.

2 IMPLEMENTATION DETAILS

Our library implements pipelined external memory parallel al-
gorithms by composing existing math libraries on in-memory
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blocks with prefetching via a standard Linux asynchronous
I/O syscall, io submit. The I/O layer uses NVMe block dri-
vers to access the SSD. I/O queues are packed with many
asynchonous requests to extract maximum bandwidth. Intel
MKL is used for in-memory computation, but could be easily
replaced with other vendor libraries. The size of matrices
that the library can handle is limited by the size of the SSD.

Prefetch block sizes for BLAS level 3 routines (e.g.gemm)
as well as SparseBLAS level 2 and 3 routines on Compressed
Sparse Row/Column matrices such (e.g. csrgemv, csrmm,

cscmm) are tuned to the smallest size that provides sufficient
locality for the computation to not be bottleneck by I/O. A
maximum of 32GB RAM is used for the runs reported here.
We use the fact that BLAS and sparseBLAS computations can
be tiled so that they write the output to disk just once [5, 10],
thus saving on write bandwidth. We also implemented some
utility functions such as transpose and sort [9] for format
conversions (e.g. csrcsc).

Our library can be linked to native code with a few modifi-
cation. We require that large blocks of memory be allocated
with the library’s allocator rather than the standard allocator.
float *mat = (float *)malloc(len); // Replace with

flash ptr<float> mat = flash::malloc<float>(big len);

The flash ptr<T> type supports pointer arithmetic and
can be cast and used as a normal pointer through memory
mapping where necessary (e.g. for functionality not supported
by the library). A call to a matrix operation invoked with a
flash ptr type rather than a normal type is linked to our
library. We allow the user to compile code with a flag that
disables the library by treating flash ptr<Type> as a normal
pointer of type Type*. The next section presents performance
of a kernel we linked to this library: Lloyd’s EM iteration for
k-means, written entirely in linear algebra.

Using these subroutines, we built a general-purpose eigen-
solver, as opposed to sketching based approaches that approx-
imate the spectrum for large data sets [17, 30]. Most eigen-
solvers, including ARPACK, are iterative and use repeated
matrix-vector products for constructing Krylov subspaces.
On large sparse matrices, such as those that arise in bag-
of-words representation, repeated matrix-vector products on
out-of-memory matrix is the rate-limiting step. We address
this by using block methods that grow the Krylov subspace
many columns at a time using matrix-matrix products, thus
reducing the number of iterations to completion. We find
that block Krylov-Schur [43] method reduces the number of
iterations to convergence for datasets such as bag-of-words
where extremal eigenvalues are not pathologically clustered.

3 EXPERIMENTAL SETUP AND
RESULTS

We compare the performance of our library’s subroutines with
the corresponding in-memory version on two Linux machines:
(1) a 28 core bare-metal Sandbox with dual Xeon(R) E5-2690
v4 CPUs and 3.2TB Samsung PM1725a SSD on PCIe3.0x8
bus which provides 3GB/s sustained read and 0.5GB/s sus-
tained write, (2) a 32 core Azure VM with dual Xeon(R)
E5-2698Bv3 CPUs and a virtual SSD that supports 40k IOps.

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Sandbox Azure Sandbox Azure Sandbox Azure Sandbox Azure Sandbox Azure Sandbox Azure

6M*4K*4K 32K*32K*32K 22M*1.5M*1K 8M*140K*1K 1M pts*4K dims, 
#ctrs=8K

1M pts*8K dims, 
#ctrs=8K

gemm csrmm kmeans 

FL
A

SH
-L

IB
R

A
R

Y
 T

IM
E 

A
S 

FR
A

C
TI

O
N

 O
F 

IN
-M

EM
O

R
Y

 T
IM

E

Figure 1: Fraction of in-memory performance
achieved by flash-based algorithms.

We measure the time taken to completion for some subrou-
tines and problem sizes, and report the relative slowdown of
the flash-based subroutines compared to the corresponding
in-memory version in the Figure above. The time for flash-
based subroutines is measured from the beginning of the first
read from SSD to the last write to SSD. The two instances
of csrmm reported in figure are performed on matrices with
sparsity 10−4 and 10−3 respectively. We notice that the pe-
formance ratio is just under one in most cases except one –
csrmm on Sandbox – where our library outperforms MKL. We
suspect that this instance is poorly tuned in MKL, and our
tiling was better. Not surprisingly, the bare-metal sandbox
with a high-end SSD narrowly outperforms the Azure VM.

We compare the time required by the block Krylov-Schur
solver with that of Spark MLlib’s computeSVD for finding
the top 500 singular values of a large sparse matrix ( 100GB)
corresponding to a text data-set represented as bag of words
(tolerance: 10−4). Both algorithms require the multiplication
of the given matrix 𝐴 (or 𝐴𝑇𝐴 in the case of non-symmetric
matrices) with a vector. For large instances, we store the
matrix in the SSD while Spark distributes it across workers.
The Spark job is deployed through yarn to workers with 1
core and 8GB memory each on a cluster with Xeon(R) E5-
2450L CPUs and 10Gb Ethernet. Across runs, our library is
faster than Spark job with 128 cores, and we do not see any
benefit from more Spark workers.

Platform Cores/Workers Time

Sandbox 28 52min
Spark 128 250min
Spark 256 405min
Spark 512 425min

Table 1: Time to compute 500 singular values of bag
of words data (22M docs, 1.5M vocabulary, 6B nnzs).

4 DISCUSSION AND FUTURE WORK

Preliminary results suggests that libraries that utilize fast
non-volatile memories could provide an alternative to big-data
systems for training large machine learning models, and could
offer more hardware efficiency. Our library can also support
GPU and other PCIe storage devices like Optane. We are
linking our library with large scale applications: SVD-based
topic models [4, 36] and extreme multi-label learning tasks
for datasets with about 100M points and 50M labels [6, 32].
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