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Combining two models for speed and accuracy GPU implementation and results

Implementation of GPUPolyExample on a small neural network

Scaling Polyhedral Neural Network 
Verification on GPUs
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Verifying the robustness of deep neural networks 

Context: adversarial attacks on DNN

Department of Computer Science

http://cseweb.ucsd.edu/~yaq007/imperceptible-robust-adv.htmlhttps://www.youtube.com/watch?v=YXy6oX1iNoA

Neural network robustness verifier
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 Fast (O(LN2)),

 Approximate on affine layers,

 Exact on ReLU.
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GPUPoly: an hybrid

mnist_crown_large_0.2, results for 100 random MNIST candidates on a Tesla V100

GPUPoly yields certifications that take into account rounding errors that may occur
during its own computations, and during inference. Namely,

 FP arithmetic has finite precision: 1 and 2-24 are both representable, but not their
sum.

Need to use directed rounding, and interval arithmetic.

 FP addition is not associatative: the value of 2-24 + 1 – 1 depends on evaluation
order.

Need to use the next representable number for summands.

Comparison with Crown-IBP [ICLR’20]

Deep neural networks are vulnerable to adverserial examples:

There is an active research on robust and targetted and attacks:

We need a way to verify the robustness of a network to such attacks.

Exact neural network certification is NP-hard. We need to overapproximate:

We consider a two-input binary classifier:

In this (small) case, the response of this classifier on the neighborhood (in grey) of an 
input (black point) can be computed exactly: 

Bounding box model and forward interval analysis

Polyhedron model and DeepPoly analysis [POPL’19]

GPUPoly combines the two following relaxations:

Forward interval analysis is one of the fastest, at the price of precision:

DeepPoly is more precise, but slower:

GPUPoly uses DeepPoly relaxation, but tries to skip backsubstitution, its bottleneck, 
using forward interval analysis: 
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Comparison with Forward interval Analysis and DeepPoly [POPL’19]

GPUPoly is implemented to run on GPU, as it uses extensively embarassingly
parallelizable linear algebra functions.

These functions are custom-made, for compliance with floating-point soundness,
and to exploit sparsity patterns in case of successive convolutional layers.

Floating-point (FP) soundness

GPUPoly is as precise as DeepPoly, while being significantly faster on most
networks. A notable exception are networks trained with projected gradient
descend, for which it has the same runtime as DeepPoly.

Our approach is applicable beyond intensity based robustness verification of image 
classifiers.

fserre.github.io

https://github.com/eth-sri/ELINA/tree/master/gpupoly
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