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ML Workload Taxonomy
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Characteristics of Real-time MTMM ML Workloads

Real-time
MMMT
Applications

|

Concurrent and Cascaded Real-time SoC-level Multi-Modal Inputs and  User-input-driven Context-driven
Models Processing Pipeline Models Dynamism Workloads

To guide ML system design for this new class of ML workloads,
we need a well-defined benchmark driven by practical use case with all the characteristics
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XRBench v0.1: Unit Models

= Three key task classes and unit models in XRBench
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XRBench v0.1: Unit Models

*" Three key task classes and unit models in XRBench
« 3) World-locking: Identify how to draw AR objects on real world scenes
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Where to draw AR objects? What is the proper size of AR objects?

Note: This covers a subset of AR/VR workloads. More to be updated in the future version!



Usage Scenarios: How to combine unit models?

= Example: Social Interaction B Scenario in XRBench
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XRBench v0.1: Overview
= 11 Unit Models

Category Task Model Dataset Accuracy Requirement
Hand Tracking (HT) Hand Shape/Pose (Ge et al., 2019) Stereo Hand Pose (Zhang et al., 2017) | AUC PCK, GT 0.948
Eye Segmentation (ES) RITNet (Chaudhary et al., 2019) OpenEDS 2019 (Garbin et al., 2019) mloU, GT 90.54
Interaction Gaze Estimation (GE) Eyecod (You et al., 2022) OpenEDS 2020 (Palmero et al., 2021) Angular Error, LT 3.39
Keyword Detection (KD) Key-Res-15 (Tang & Lin, 2018) Google Speech Cmd (Google, 2017) Accuracy, GT 85.60
Speech Recognition (SR) Emformer (Shi et al., 2021) LibriSpeech (Panayotov et al., 2015) WER (others), LT 8.79
Semantic Segmentation (SS) HRVIT (Gu et al., 2022) Cityscape (Cordts et al., 2016) mloU, GT 77.54
Context Object Detection (OD) D2Go (Meta, 2022b) COCO (Lin et al., 2014) boxAP, GT 21.84
Understanding Action Segmentation (AS) TCN (Leaetal., 2017) GTEA (Fathi et al., 2011) Accuracy, GT 60.8
Keyword Detection (KD) Key-Res-15 (Tang & Lin, 2018) Google Speech Cmd (Google, 2017) Accuracy, GT 85.60
Speech Recognition (SR) Emformer (Shi et al., 2021) LibriSpeech (Panayotov et al., 2015) WER (others), LT 8.79
Depth Estimation (DE) MiDaS (Ranftl et al., 2020) KITTI (Geiger et al., 2012) d > 1.25LT229
World Locking Depth Refinement (DR) Sparse-to-Dense (Ma & Karaman, 2018) KITTI (Geiger et al., 2012) 41, GT 85.5(100 samples)
Plane Detection (PD) PlaneRCNN (Liu et al., 2019) KITTI (Geiger et al., 2012) APY5™ GT0.37

® (Considerations for Model Selection

* Realistic workload: Recommendation from ML engineers/researchers in industry
* Model efficiency: Consider battery / compute power-limited wearable devices

* Model performance: Reported accuracy, mloU, etc.

" 7 Usage Scenarios

Usage Scenario HT T ES Targ(e;tEProceSSIll(llg)Rate (#Slgf erencessgsecogg and .;)Se ped;a)nl;y DR | PD Example Usage Scenario Description
Social Interaction A| 30 60 60, ES(D) 30 AR messaging with AR object rendering
Social Interaction B 60 60, ES(D) 30 In-person interaction with AR glasses
Outdoor Activity A 3 3, KD(C) 10 30 Hiking with smart photo capture

Outdoor Activity B 3 3, KD(C) 30 Rest during hike

AR Assistant 3 3, KD(C) 10 10 30 30 Urban walk with informative AR objects
AR Gaming 45 30 30 Gaming with AR object

VR Gaming 45 60 60, ES(D) Highly-interactive Immersive VR gaming

Please refer to our paper for details!




Benchmark Harness
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= Goal
o Provide a research platform for academia and industry researchers

= Development Plan
o Available Today: DNN accelerator analytical model (MAESTRO*)-based benchmark harness

o Under development: XRBench-Desktop and XRBench-Mobile
Please refer to our homepage for the latest info: https://xrbench.ai

How should we compare ML systems running XRBench?
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H. Kwon et al., “Understanding Reuse, Performance, and Hardware Cost of DNN Dataflows: A Data-Centric Approach.” MICRO 2019.
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Score Metric: Unit Scores
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All formulated to be higher-is-better metrics in [0,1] range
focusing on what matters to users




A Comprehensive Score Metric: XRBench Score

(] unit score [ Per-inference Score % 1 Score Il rio Score core . . .
= L) nce see @j Combine unit scores via product

Per Inference Score (m, )l = |Real-time Score (m.f)| X | Energy Score (m.f) |X | Accuracy Score (m.f)

Range: [0,1] Range: [0,1] Range: [0,1] Range: [0,1] ‘ | H iera rCh ical FO rmu Iation

Meaning: A comprehensive score for each inference run that considers real-time, energy, and
Sy * Score for each inference run-> ... ->
Per Model Score :
. . Score for the entire benchmark
For frames £(0), f(1), ... f(N-1) for a model m in a usage scenario S, where N = NumFrames(m,S)

Range: [0,1] Range: [0,1]

R - Average( NN ) = Composable Formulation

across frames f(0), f(1), ... f(K-1)

[Note: If all the frames are dropped, the score is defined to be zero. ] i A” SCOI'eS In [0,1] range aS hlgher'IS'

Per Usage Scenario Score 2

ot better metrics
For models m(0), m(1), ... m(K-1) in a usage scenario S, where K = NumM \’1 3
Range: [0,1] Range: [0,1] == (Fl’ame dl’Op I’ate)

Per U: Sc i
= Average( [ParNGaeISeoRmIS] X |GoE Scorsim.5)|)

across models m(0), m(1), ... m(K-1)

Why is the single metric (XRBench Score) useful?

Note: The frame drop rates only can be defined in the usage scenario granularity; QoE score is based

on frame drop rates, so the QoE Score is used here ® EaSier Companson acrOSS mOdels
Benchmark Score . . .
For usage scer;ari]os S(0), S(1), ... S(B|-1) where |B| = numb[er c]>f usage scenarios in XR Bench, B ® FaC| I |ta'te benChmark resu I't SmeISSIOnS
Range: [0,1 Range: [0,1 .
Benchmark Score = Average( bt U;‘g:eScenario ) fI'O m | n d U St I'y

across usage scenarios S(0), S(1), ... S(|B|-1)

Break-down scores are reported to users
(Not mandatory to submit them)




Score Metrics:

Formal Definitions

System/Benchmark Parameters
M;ip,inSrcip, DSip,QMip € str
FPSsensor, FPSmodet, INFramerp € N
Linit, LGf, Jt, QMtarg, Treq, eeR
QMrype = HiB | LiB
Input Data Stream (St;nput)
Stinput = {O’ | g = (’inST’CID, FPSsensor,Linit, Jt)}

Model Quality Goal (Q)

Q = (QMID, QMTarg, QMTyPe)
Unit Models (M)

M={p|pe (Mip,DSip,0,Q) Ao € Stinput }
Usage Scenario (6)

6 = {(N?Depu,FPSmodel) | 2 (S M/\Depu C M}
Benchmark Suite (£2)

Q= {01; 02, ---0NumScn}
Inference Request (I R)

IR = (u, InFramerp)
Inference Request Time(Z.q (I R))

Treq(IR) = Linis(inSrerp)

5 InFramerp
FPSsensor(inSrerp)
+2Jt (Dist(rand(inSrcip X InFramerp)) — 0.5)
where Dist(z) € [0,1] A z €R
Inference Deadline(7y; (I R))

Ta(IR) = Linit(inSrcip) + .
Inference Slack(T.; (IR)) SR(inSrerp)

Ta(IR) = Ty (IR) — Treq(IR)

InFramerp + 1

Unit Score: Realtime Score (RtScore(IR))

1
RtScore(IR) = [ § F i TR T, (UR)

Unit Score: Energy Score (EnScore(IR))
Engmas — En(IR)
Enmaz

Unit Score: Accuracy Score (AccScore(IR))

AccScore(IR) =maz(1, rawAccScore(IR))

EnScore(IR) =

rawAccScore(IR) = ng Npre P
QMpmeasuredte’ otherwise

wheree > 0ANe <K 1Ae€R
Unit Score: QoE Score (QoEScore(u))

_ NumFrmegzec(p)
QoEScore(u) = “NumPFrm(u)

Aggregated Score: Inference-wise Score (Scoreinf(IR))
Scoreins(IR) =RtScore(IR) x EnScore(IR)
x AccScore(IR)
Aggregated Score: Usage Scenario Score (Scorescn(6))

NumFrm(u) Scoreins(IR) X QoEScore(u)

Scoresen(8) = s NumFrm(p) x |0
Aggregated Score: XRBench Score (Scoreyench)
Scorepench = Loen S|c(;)rescn(0)

Please refer to our paper for details!

Paper Link: https://arxiv.org/pdf/2211.08675.pdf
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Case Study

= Key Questions we answered

*  Why new benchmark score?
* Why different usage scenarios?
* | What are the implications to ML hardware design? [~ We will focus on this in this talk

XRBench|

OPEN ML BENCHMARK FOR AR/VR

=

Please refer to our paper for other key insights!

Paper Link: https://arxiv.org/pdf/2211.08675.pdf

Project Homepage: https://xrbench.ai
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An Insight: HW Utilization as a Metric
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‘ Utilization as an absolute metric is an incorrect approach for real-time MTMM ML Workloads!




Evaluation Results

Assumes no optimizations affecting the model performance (accuracy); Fix accuracy score == 1 18
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Conclusion
= Emerging Realtime MTMM ML Workloads (e.g., AR/VR)

» Unique characteristics leading to new challenges to ML system design, ML algorithm, etc.

= XRBench: An effort to publicize the research problem in MTMM ML workloads

 Vision: Keep XRBench as an open project to foster research in ML system design for real-
time MTMM ML workloads

We worked to open the new research problem domain: ML System Design for RT-MTMM ML workloads
We look forward to working on this problem together!

Concurrent and Cascaded Real-time SoC-level Multi-Modal Inputs and  User-input-driven Context-driven
Models Processing Pipeline Models Dynamism Workloads
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This will evolve into an open-project; we look forward to having you with us in the future!
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