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• Most CV networks (e.g. ResNet, EfficientNet, HRNet) use under 1GB for storing parameters, 
gradients, and optimizer state 

• Parameter Memory Complexity:  

• Activations dominate the use of accelerator memory 
• Activation Memory Complexity:  

• The memory used for activations limits neural network scaling
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Network Training Memory
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Reversible Residual Block (RevResBlock)

RevResBlock (Gomez et al. 2017)

https://proceedings.neurips.cc/paper/2017/hash/f9be311e65d81a9ad8150a60844bb94c-Abstract.html
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• Activation Memory Complexity: 
• With respect to depth activation memory complexity is linear  

• Reverse Checkpointing: caches activations at  intervals 
• Complexity:  

• Reversible Recomputation: When a network is built using invertible modules, the activations 
can be recomputed backwards during the backwards pass 

• Complexity:  
• Activation memory complexity is constant with respect to depth 

• Problem: no reversible building block operate across multi-scale features
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Memory Saving Techniques
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Bidirectional Feature Pyramid Networks (e.g. HRNet, EfficientDet, NAS-FPN) 
• Iteratively fuse high and low resolution feature maps 

• Promotes scale invariant detection and segmentation 
• Provide local and global coherence 

• Drive SOTA results for spatially sensitive tasks when paired with high resolution images 
• Consume a lot of memory for storing activations at high and low resolution scale along the entire 

semantic depth
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BiFPN

Multi-Scale Feature Generation
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Bidirectional Multi-Scale Feature Fusion Pyramid Network
eg: RevBiFPN, HRNet, EfficientDet (BiFPN), U-Net++, ...
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How do we apply reversible recompilation to BiFPN style networks???
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RevResBlock -> RevSilo
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RevResBlock -> RevSilo
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RevResBlock -> RevSilo
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RevResBlock -> RevSilo
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RevResBlock -> RevSilo
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RevResBlock -> RevSilo
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RevSilo
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Expanding the Feature Pyramid
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Using the RevSilo we built RevBiFPN, a fully reversible bidirectional multi-scale feature fusion 
pyramid network 

•  are reversible residual blocks from Gomez et al. (2017)
• High level network design is similar to HRNet, but uses the MBConv block and invertible modules

𝐼
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Classification Head
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 vs 
When scaling other dimensions, the memory complexity is still the same, but the memory has a 
substantial offset allowing for larger networks.

𝑂(𝑛𝑐h𝑤𝑑) 𝑂(𝑛𝑐h𝑤)
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Memory With and Without Reversible Recomputation
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RevBiFPN can be scaled to have similar performance as EfficientNet but uses far less memory
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ImageNet
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Training with reversible recomputation is nearly indistinguishable from regular training 
• No approximations -> little reconstruction error
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Training With and Without Reversible Recomputation
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Theoretical Slowdown: 33%
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Computational Overhead of Recomputation
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Head: Faster R-CNN (from MMDetection) 
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MS COCO Detection
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Head: Mask R-CNN (from MMSegmentation)
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MS COCO Instance Segmentation
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• Dig into RevBiFPN’s sensitivity to 
• Reconstruction error 
• Sparsity 
• Different Normalization Methods 
• Gradient delay (ASGD) 

• Tune network / building block for different compute platforms 
• Improve network design using NAS 

• Apply to 3D tasks and other memory intensive tasks 
• Apply to flow based generation 

• RevBiFPN can iteratively fuse high and low resolution feature maps to promote local and global 
coherence in flow based generation
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Future Work
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