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Reinforcement Learning via Human Feedback (RLHF)

Example: OpenAI Scheme for Instruct GPT
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Fine-Tuning Language Models Using Human Feedback

Subjective/Inconsistent Feedback
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Fine-Tuning Language Models Using _____ Feedback?

Subjective/Inconsistent Feedback

Formal Methods: 
Automaton-Based Representation, Model Checking, Temporal Logic Specification, etc.
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Background: Automaton-Based Representations
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• model checking, planning,…
• reactive synthesis, games on graphs, …
• probabilistic verification and synthesis, and
• reinforcement learning.

Why automaton-based representations? They are used for
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A (Very) Brief Introduction to Model Checking

“ℳ⊗𝒞 ⊧ Φ”
system requirementscontroller

Model, 
environment assumptions,

other side information

Are the controller’s outcomes guaranteed to satisfy user-specified 
requirements when implemented against a system model?
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“Each light will always 
eventually be green, and 

the lights will never 
simultaneously be green.”
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A (Very) Brief Introduction to Model Checking
Are the controller’s outcomes guaranteed to satisfy user-specified 

requirements when implemented against a system model?

“ℳ⊗𝒞 ⊧ Φ”
System requirementsController

Model, 
environment assumptions,

other side information

Start

Time

Start

All possible system 
executions

Individual 
system trace

Allowable 
sequences of 

logical formulas

Logic-based
system description

for every system trace,ℳ⊗𝒞 ⊧ Φ

Start ∈

⇔
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Binary outcome

Byproduct: Counterexample trace
that violates the specification.

Start

A (Very) Brief Introduction to Model Checking
Are the controller’s outcomes guaranteed to satisfy user-specified 

requirements when implemented against a system model?

“ℳ⊗𝒞 ⊧ Φ”
System requirementsController

Model, 
environment assumptions,

other side information
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Fine-Tuning Language Models Using Formal Methods Feedback
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Fine-Tuning Language Models Using Formal Methods Feedback

Modeling the Autonomous System

Controller Construction

Formal Verification
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Fine-Tuning Language Models Using Formal Methods Feedback

Modeling the Autonomous System

Controller Construction

Formal Verification
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Formal Methods Feedback in an Autonomous Driving System
Modeling the Autonomous System

States
LabelsTransitions
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Formal Methods Feedback in an Autonomous Driving System
Modeling the Autonomous System

𝑄! = {𝑝" 𝑝#}
𝜆! 𝑝" = 𝑔𝑟𝑒𝑒𝑛 𝑙𝑖𝑔ℎ𝑡
𝜆! 𝑝# = ¬ 𝑔𝑟𝑒𝑒𝑛 𝑙𝑖𝑔ℎ𝑡
𝛿! 𝑝", 𝑝# = 1
𝛿! 𝑝#, 𝑝" = 1

green light

¬ green light

𝑃 = {𝑔𝑟𝑒𝑒𝑛 𝑙𝑖𝑔ℎ𝑡}
S	~	Traffic	Light
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Fine-Tuning Language Models Using Formal Methods Feedback

Modeling the Autonomous System

Controller Construction

Formal Verification



15

Formal Methods Feedback in an Autonomous Driving System
Controller Construction

Steps for turning right at 
the traffic light

1. Look straight ahead and watch for traffic light.
2. If the traffic light turns green, start moving forward.
3. As you approach the intersection, look to your left for 
oncoming traffic.
4. If there is no traffic coming from your left, check 
pedestrians on your right.
5. If it is safe, turn your vehicle right.

1. Observe the traffic light in front of you.
2. Check for the left approaching car and right side pedestrian.
3. If no car from the left is approaching and no pedestrian on the 
right, proceed to turn right.
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Formal Methods Feedback in an Autonomous Driving System
Controller Construction

1. Look straight ahead and watch for traffic light.
2. If the traffic light turns green, start moving forward.
3. As you approach the intersection, look to your left for oncoming traffic.
4. If there is no traffic coming from your left, check pedestrians on your right.
5. If it is safe, turn your vehicle right.
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Formal Methods Feedback in an Autonomous Driving System
Controller Construction

1. Observe the traffic light in front of you.
2. Check for the left approaching car and right 
side pedestrian.
3. If no car from the left is approaching and no 
pedestrian on the right, proceed to turn right.

1. Look straight ahead and watch for traffic light.
2. If the traffic light turns green, start moving forward.
3. As you approach the intersection, look to your left for 
oncoming traffic.
4. If there is no traffic coming from your left, check 
pedestrians on your right.
5. If it is safe, turn your vehicle right.
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Fine-Tuning Language Models Using Formal Methods Feedback

Modeling the Autonomous System

Controller Construction

Formal Verification
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Formal Methods Feedback in an Autonomous Driving System
Formal Verification

⊗
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Formal Methods Feedback in an Autonomous Driving System
Formal Verification

⊗
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Fine-Tuning Language Models Using Formal Methods Feedback

Modeling the Autonomous System

Controller Construction
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Fine-Tuning Language Models Using Formal Methods Feedback
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Fine-Tuning Language Models Using Formal Methods Feedback
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Fine-Tuning Language Models Using Formal Methods Feedback

Empirical Evaluation via Simulation

Execution Trace 
(𝑙𝑒𝑓𝑡_𝑐𝑎𝑟 ∧ 𝑔𝑜_𝑠𝑡𝑟𝑎𝑖𝑔ℎ𝑡, 𝑝𝑒𝑑𝑒𝑠𝑡𝑟𝑖𝑎𝑛
∧ 𝑠𝑡𝑜𝑝, ¬𝑝𝑒𝑑𝑒𝑠𝑡𝑟𝑖𝑎𝑛 ∧ 𝑔𝑜_𝑠𝑡𝑟𝑎𝑖𝑔ℎ𝑡)

Information from the Simulator



25

Fine-Tuning Language Models Using Formal Methods Feedback

Empirical Evaluation via Simulation
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Quantitative Analysis
Empirical Evaluation via Simulation

Execution Trace: (desired objects with positions, action),……

Desired objects: pedestrian, car, red/green traffic light, stop sign,……
Actions: go straight, turn left, stop, turn right,……

Carla Simulator: Extract execution traces.

Carla Simulation Video Object and Position Information
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Quantitative Analysis
Empirical Evaluation via Simulation

The results indicate that our approach can improve the language model’s ability to satisfy 
critical requirements. 

Our approach can act as a starting point to guide the design process for real-world 
implementations of autonomous driving systems.

Formal Verification Empirical Evaluation



28

Next Step: Verifiable Grounding
Ground the controller to real autonomous driving robots
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Q&A


