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AI and ML at Capital One
Leveraging standardized cloud platforms for data management, model development, and 

operationalization, we use AI and ML to look out for our customers’ financial well-being, help 
them become more financially empowered, and better manage their spending. LEARN MORE

AI RESEARCH PRIORITIES

Anomaly Detection Behavior Models Deep Learning for 
Event Prediction
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MatX: high throughput 
chips for LLMs

MatX focuses on:

maximizing performance/$

on large models

Reiner Pope, cofounder and CEO

MatX does not focus on:

small models

small deployments

This saves a lot of silicon!
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Transforming Generative AI 
from Unsustainable to Attainable
Sree Ganesan
Vice President of Product, d-matrix.ai
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Unique Challenges of Generative Inference

Models are large (billions of parameters) and context lengths are growing 

à Requires more memory capacity and more compute capacity

Prompt processing is compute bound & token generation is memory bound

à Requires high memory bandwidth and high peak compute capability

These exacerbate the pain points of cost, power and performance
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The d-matrix inference solution is built from the ground-up 
to accelerate generative inference 
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A New Computing Paradigm is Needed

Compute

Accumulate Accumulate Accumulate

Multiply Multiply Multiply

Accumulate Accumulate Accumulate

Multiply Multiply Multiply

Memory Digital-In-Memory-
Compute

Memory Memory Memory

Multiply Multiply Multiply

Memory Memory Memory

Multiply Multiply Multiply

Accumulate Accumulate Accumulate

The A.I. Barrier
Traditional architecture

Low Bandwidth

High Bandwidth

architecture



Circuits & Numerics
•Digital In-Memory 

Compute (DIMC)•Block Float Sparsity
•Compression

Chiplets & Advanced Packaging
•2D, 3D Stacking•Logic, Memory Co-package

Software
•Easy to Use

•Performant, Scalable

Transforming Generative AI 
from Unsustainable to 
Attainable

Performant
Cost efficient 
Power efficient

The d-Matrix Advantage
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SambaNova Systems Overview
Full stack co-engineering yields optimizations where best delivered with the highest impact

O
ptim

ization W
ithin &

 Betw
een Layers

Algorithms
ML Applications (High-Res Vision, Co-pilots)

Applied ML (Alignment, RLHF)  
Low Precision, Sparsity

Flexibility
and

Efficienc
y

Compiler
Global Dataflow

Memory Optimization
High Efficiency Mapping

Architecture
Hierarchical Compute
Configurable Memory

Dataflow Optimized Communication

VLSI High Performance Implementation

Reconfigurable Dataflow Architecture (RDA)
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Runtime
High-perf dataflow execution

Efficient data transfer
Scalable parallelism  

©2021 SambaNova Systems
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Kunle Olukotun
Professor EE/CS

Stanford 
University

Chris Ré
Professor CS

Stanford University

Rodrigo Liang
CEO

ex-SVP Oracle SPARC CPU



Resources

Developer Website and Past 
Publications
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Job Opportunities
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• Computer Vision
• Large Language Models (LLMs)
• Multimodality
• Compiler
• System Software
• Computer Architecture
• Physical Design / VLSI
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Built on deep expertise in AI systems, 
with foundational open source traction 

(Apache TVM, MLC-LLM, etc)

$132M seed/A/B/C from 
Madrona, Amplify, Addition, 
Qualcomm and Tiger Global

100 employees, 50% in Seattle, 
rest across the globe

Founded 2019 in Seattle, WA
UW-CSE Spin-off

OctoAI’s mission is to enable customers to benefit from the latest AI innovations by offering 
efficient, customizable, and reliable AI systems.



balancing 

turnkey genAI inference

model ensembles

multi-tenant and private 
environments

OctoAI Stack: Integrated and Composable

Speed

Capacity

Cost

Serveless

SaaS

AI Compute GPUs (NVIDIA & AMD)   Accelerators (TPUs, Inferentia, Trainium)   Edge (WebGPU, iOS, Android)

APIs usable by general developer 

Model PortfolioText Custom ModelsImage Video Embeddings

SolutionsMedia Gen Text Gen Compute Service Trust and 
Safety

Serverless experience Cross-cloud supportReq load balancing & routing

AI Systems Optimized Cross-Stack for Inference

Custom serving layer
(batching, multiplexing,..)

Model optimization & 
compilation

Config parameter search

Fine tuning

Model asset management 
(LoRAs, checkpoints, etc)

Hardware selection

GPU Cloud VPC  On-Prem Edge

Self-hosted (OctoStack)



AI Systems Stack for User Outcomes

Our goal: flexible, fast inference stack with rapid time-to-market

Achieved by:

● Leveraging and extending native SW software stack
● Building graph capture, compiler, and runtime systems
● Open source TVM and MLC-LLM w/ community

Example: Enabled high-value use cases on NVIDIA ahead of native support:

● Large-scale LoRA for image gen 
● High-performance structured JSON output
● Mixtral and Llama3 on OctoAI

100+ customers in production, 10s of B of tokens/day, millions of images/wk, 
exciting customer use cases. 

CUTLASS cuBLAS

OctoAI Serving Layer

Dynamite
Robust PyTorch 

graph capture for 
PyTorch models

TRT-LLM TRT

AMD Qualcomm

TVM
ML compiler

MLC-LLM
LLM models and runtime

Inferentia

OctoAI Optimized Inference Stack

Backends:

OctoDiffusers
Media Gen models and runtimes

CUDA

Our stack enables broad hardware target coverage and 

Fast time-to-market through:
○ Combining existing kernels, libraries, and compilers
○ More robust graph capture of PyTorch Ops





4 trillion transistors
46,225 mm2 silicon

900,000 cores optimized for 
sparse linear algebra
5nm TSMC process

125 Petaflops of AI compute
44 Gigabytes of on-chip memory

21 PByte/s memory bandwidth
214 Pbit/s fabric bandwidth

Cerebras
Wafer-Scale Engine

The fastest AI chip on Earth

Cerebras CS-3Wafer-Scale Cluster: The World’s Most Scalable
AI Supercomputer 

Cerebras Wafer Scale Clusters

Cerebras Software

Cerebras AI Solutions

Flexible Compute enabled by Simple, secure Cloud 
Access and AI services for best-in-class Models
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Accelerating AI with 
Wafer-Scale Computing 



ML on Cerebras
From multi-lingual LLMs to healthcare chatbots to code models. State-of-the-Art quality

Variable Seq Training 
DPO LL360 – Open data, models, scripts

Multi-lingual
Pre-training & IFT

Llama70B fine tuning
Domain Adaptation

GPT-3 in 565 lines of code

Most FLOP efficient
LLM dataset

First family of open GPT models
and OSS use of muP

RAG

LoRA
MoE

Multi 
Modal

Today’s Models are Dense

40,000x more 
compute

Scaling today’s 
frontier models 
is unsustainable 
!!



WSE: Co-designed with Sparsity for Scale

• Recent Sparsity Publications
• Sparse-IFT: Sparse Iso-FLOP Transformations for Maximizing Training 

Efficiency (to appear at ICML, 2024)

• Enabling High-Sparsity Foundational Llama Models with Efficient 
Pretraining and Deployment (arXiv, 2024)

• SPDF: Sparse Pre-training and Dense Fine-tuning for Large Language 
Models (UAI, 2023)

Find out more at our Booth
[1] Li et al., The Lazy Neuron Phenomenon: On Emergence of Activation Sparsity in Transformers, 2023
[2] Jiang et al., Mixtral of Experts, 2024
[3] Thangarasa et al., SPDF: Sparse Pre-training and Dense Fine-tuning for Large Language Models, 2023

• Sparsity opportunities are everywhere
• e.g. ReLU, Mixture of Experts, Weight Sparsity
• Not all HW can take advantage of all forms of sparsity

• Wafer-Scale Memory Bandwidth built for Sparsity
• Low data reuse ⇒ high mem bw

• WSE accelerates all forms of sparsity
• Static and dynamic sparsity
• Structured and unstructured sparsity
• Weight and activation sparsity

• Solving unsustainable scaling for training






