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Motivation

• Demand for long context (1M) driven by use 
cases: e.g. multimodal, code analysis and 
copilot.

• Processing long context incurs long latency at 
inference time without optimization.

• Goal: Enable fast, scalable inference without 
architectural changes.



Key Contributions

• Introduced Context Parallelism (CP) for LLM 
inference.

• Developed two ring attention variants: 
pass-KV and pass-Q to support low-latency 
prefill and decode with long context.

• Achieved 1M-token inference with Llama3 
405B in 77s with 93% parallel efficiency.



Long Context Inference Challenges 
• Compute: 

– Dense attention FLOPs scale 
quadratically with context length.

– Attention compute dominates 
• Memory: 

– KV cache grows linearly with 
context.

• Communication: 
– communication latency increases 

when parallelized to multiple 
hosts.

Prefill Decode

Attention O(T ^ 2 * D) O(B * D * T)

FFN O(T * D * hidden) O(B * D * hidden)

context TTFT TTIT

128K 42s ~100ms

8K 1.6s <= 30ms

Single host 405B FP8 model serving latency

Attention compute complexity



Parallelism Comparison
• TP: High all-reduce overhead, 

poor inter-node scaling.

• CP: Distributes input tokens, 
passes only Q or KV tensors.

• CP has significantly lower 
communication cost



Multi-Turn Chat:  
Full Prefill, Partial Prefill, Decode

• Full Prefill: 
– prompt processing and KV cache 

generation.

• Decode: 

– autoregressive generation. 
Generate one token which attends 
to all previous tokens.

• Partial Prefill: 

– follow-up prompt that attends to 
previous prompts and generated 
tokens.



Load-Balanced Sharding
● load-balanced sharding with inputs of variable sequence lengths
● both compute and memory are balanced



Ring Attention Algorithms
• Pass-KV ring attention

– full prefill and partial prefill with low-medium KV cache hit rate
– communication and computation are overlapped



Ring Attention Algorithms

• Pass-Q ring attention:
– partial prefill with high KV cache hit rate
– decode



Ring Attention Algorithms

• Pass-Q ring attention
– permute and all2all partial attention outputs



• Model: 
– Llama3 405B, FP8 quantized
– 8 KV heads, 128 Q heads

• Hardware: 
– Grand Teton Training (GTT)

• Interconnect: backend RDMA 400Gb/s per GPU
– Grand Teton Inference (GTI)

• Interconnect: frontend TCP/IP 100Gb/s per GPU
• Partitioning:

– 8-way tensor-parallel (TP8) intra host

Experiment Setup



Results: Prefill Scaling
• Near-linear scaling with CP 

• 128K token prefill in 3.8s with CP 
over 16 nodes.

• 1M-token prefill in 77s.



Results: Pass KV vs. Pass Q Prefill
● KV Cache miss rate <= 5%

○ Pass-Q has lower latency 



Results: Decode 
• CP improves prefill, regresses 

decode latency.

• TTIT increases with CP ranks.

• Recommend decoupling prefill 
and decode systems.



Conclusion
• CP improves prefill latency for long-context inference by 

scaling compute to more nodes and overlapping 
communication with computation.

• Dynamic pass-KV/pass-Q switching optimizes latency for full 
prefill, partial prefill, and decode.

• Combines well with retrieval-based approximate methods.


