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Planning with MDPs
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Planning with MDPs using Value Iteration

Value Iteration
𝑀𝐷𝑃 𝑀 = (𝑆, 𝐴, 𝑃, 𝑅, 𝛾)

𝜖-𝑜𝑝𝑡𝑖𝑚𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 ෨𝑉∗

𝑆 = 𝑆𝑡𝑎𝑡𝑒 𝑠𝑝𝑎𝑐𝑒
𝐴 = 𝐴𝑐𝑡𝑖𝑜𝑛 𝑠𝑝𝑎𝑐𝑒
𝑃 = 𝑇𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑓𝑢𝑛𝑡𝑖𝑜𝑛
𝑅 = 𝑅𝑒𝑤𝑎𝑟𝑑 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛
𝛾 = 𝐹𝑢𝑡𝑢𝑟𝑒 𝑟𝑒𝑤𝑎𝑟𝑑 𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡 𝑓𝑎𝑐𝑡𝑜𝑟

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑉0

𝜖-𝑜𝑝𝑡𝑖𝑚𝑎𝑙 𝑝𝑜𝑙𝑖𝑐𝑦 𝜋෩𝑉∗

Iterative adjustments of valuations



Scalability issues of Value Iteration
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Per-state complexity scales 
with number of actions 

And scales with non-zero 
transition probabilities



A simple solution

Beneficial to avoid updating action values!
But how? 



An upper bound exists…

…such that value’s updates are monotonic decreasing.

For state s ∈ 𝑆, 𝑉∗(𝑠) ≤ 𝑉𝑈(𝑠)

𝑉∗(𝑠)

𝑉𝑈
𝑖−1(𝑠)

𝑉𝑈
0(𝑠)

𝑉𝑈
2(𝑠)

𝑉𝑈
𝑖 (𝑠)

…

𝑉𝑈
1(𝑠)

𝑉𝑈
𝑖−2(𝑠)

Upper bound 
conveniently not 
defined here.



Update only the best action
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… until one remains the 
best.

𝑉 𝑠 = max
𝑎∈𝐴(𝑠)

𝑄(𝑠, 𝑎)

Maintain action-values
in max heaps.

Highest valued action 
for state 𝑠 ∈ 𝑆

Value of action 𝑎
in state 𝑠



Update only the best action

Overhead: Build the heaps.

Per iteration of Value Iteration:

Worst case: Update all actions.
Best case: One action update per state.

Approaches the best case 
as Value function converge.



Method presented



Learning with MDPs

Unknown reward function and transition probabilities.
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Learning with MDPs

Learned through a balance of exploration and exploitation.



Learning with MDPs using Value Iteration

VI

Update 
estimated MDP

Find policy for estimated
MDP

Feed to 
Value 

Iteration

Follow 
the policy

Substitute VI if it is used as a subroutine.



Thank you

Contact me: km@cs.au.dk

Repository: github.com/constantinosskitsas/SwiftVI

Repository for Emil’s master’s thesis: 
github.com/Dugtoud/Time-Efficient-VI-for-MDPs
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