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Knowledge Graph
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- A specialized graph structure to express 
ontology

- Directed graph with nodes as entities and 
edge as relations

- Stored as list of triplets

- Becoming increasingly popular due to the 
rise of large language models (LLMs) and 
usage in GraphRAG for context
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A Fact



Motivation
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Matrix Multiplication
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Neural Networks
MLP, CNN, RNN, LLM
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Matrix Multiplication
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Sparse 
Matrix Multiplication

Neural Networks
MLP, CNN, RNN, LLM

Graph Neural Nets
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Matrix Multiplication
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Sparse 
Matrix Multiplication

?

Neural Networks
MLP, CNN, RNN, LLM

Graph Neural Nets
GCN, GraphSAGE, GIN

Knowledge Graph 
Embedding Models

TransE, TransR, TransH



Knowledge Graph Embedding Training
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Training Dataset



Knowledge Graph Embedding Training
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Set of Entities
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KG Embedding Training (TransE)

11Efficient Training of Knowledge Graph Embeddings Using Sparse Matrix Operations

Hum
an

Bear

hunts

TransE score function:
Bordes et al., 2013



KG Embedding Training (TransE)

12Efficient Training of Knowledge Graph Embeddings Using Sparse Matrix Operations

Hum
an

Bear

hunts

TransE score function:
Bordes et al., 2013

Embedding Lookup
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TransE score function:

Forward Propagation
Gather Operation

0

1

0

Bordes et al., 2013



KG Embedding Training (TransE)

14Efficient Training of Knowledge Graph Embeddings Using Sparse Matrix Operations

TransE score function:

Forward Propagation
Gather Operation
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Backward Propagation
Scatter Operation



KG Embedding Training (TransE)
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Positive score: Negative score:

1 1

1 1

Bordes et al., 2013



Training Bottleneck
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Sparse Matrix Formulation (Our Approach)
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Sparse Matrix Formulation (Our Approach)
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Sparse Matrix Formulation (Our Approach)
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Benefits
✓ Reduced usage of intermediate variables.

✓ Many high-performance SpMM available. Can use 
hardware acceleration such as SIMD vectorization.

✓ Backward computation is also an SpMM

✓ Matrix remains sparse even for very dense graph.

✓ Sparsity pattern is very regular. Complexity is O(mn).

✓ Not a square matrix. Can split horizontally.
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Generalization
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Other Translational Models
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Other Translational Models



Generalization
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Other Translational Models
Solution: Only compute (h-t) 

using SpMM



Generalization
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Other Translational Models



Generalization
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Other Translational Models

Solution: Use Semiring



Generalization
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(h-t) and (h+r-t) computation



SparseTransX Framework
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https://github.com/HipGraph/SpTransX



Experimental Setup
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Models Frameworks: 

1. DGL-KE
2. PyTorch Geometric
3. TorchKGE
4. SparseTransX

Measured: 

1. Total Training Time
2. GPU Peak Memory 
3. Cache Miss Rate
4. FLOPs Count
5. Hits@10 Accuracy*

Training Loop (Single CPU/GPU)

1. 200 epochs
2. Learning Rate: 0.0004
3. Dissimilarity: L2
4. MarginRankingLoss

a. Margin: 0.5



Results
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Speedup on CPU [200 epochs]
Datasets

1.9x-5.3x Speedup
[NERSC Perlmutter system]

AMD EPYC 7763 (Milan) CPU with 64 
cores and 512GB DDR4 memory
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Results
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Speedup on GPU [200 epochs]
Datasets

1.1x-4.2x Speedup
[NERSC Perlmutter system]

1 x NVIDIA A100-SXM4 GPU with 40 
GB VRAM



Results
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Average GPU Memory Usage

1.3x to 11.1x improvement



Results

35Efficient Training of Knowledge Graph Embeddings Using Sparse Matrix Operations

Accuracy

9 runs, 200-1000 epochs, WN18RR dataset
Average Hits@10



Summary 
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Formulated KG embedding training using SpMM
1. SpMM is well researched and has more efficient implementations
2. Generalized the formulation to many KG emb models
3. Compact model training → reduces GPU memory usage, speedup in CPU and GPU
4. The sparse training does not affect accuracy

Training loop modification: Preprocessed Dataloader, SpMM as part of model training

https://github.com/HipGraph/SpTransX



Thank You!
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Results
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Loss Curve



Results
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Average FLOPs Count (factor of  x1010)



Results
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Average Cache Miss Rate (in %)



Distributed Training
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Distributed Data-Parallel (DDP) training time for the COVID19 dataset 
(60,820 entities, 62 relations, and 1,032,939 triplets)

Table: Scaling TransE model on COVID-19 dataset



Distributed Training
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Training time of TransE model with Freebase dataset (250M triplets, 77M 
entities. 74K relations, batch size 393K) on 32 NVIDIA A100 GPUs. FSDP enables 

model training with larger embedding when DDP fails.

Table: Average Time of 15 Epochs (in seconds)



Backpropagation of SpMM
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Backpropagation of SpMM
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